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Abstract. In the present note we establish two new integral inequalities and their discrete analogues which can be used in the study of behaviour of solutions of certain differential and finite difference equations.
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1. Introduction. In 1984, Mate and Nevai [3] used the following inequalities to study the asymptotic behaviour of solutions of certain differential and difference equations.

Lemma 1. Let \( u(t) \) and \( f(t) \) be real-valued nonnegative continuous functions defined for \( t \in \mathbb{R}_+ \) and \( c \geq 0 \) is a real constant. If

\[
\int_{t}^{\infty} f(s)u(s)ds < \infty,
\]

for \( t \in \mathbb{R}_+ \), then:

\[
u(t) \leq c \exp \left( \int_{t}^{\infty} f(s)ds \right),
\]

for \( t \in \mathbb{R}_+ \).
Lemma 2. Let \( u(n) \) and \( f(n) \) be real-valued nonnegative functions defined for all integers \( n \) and \( c \geq 0 \) is a real constant. If

\[
u(n) \leq c + \sum_{s=n+1}^{\infty} f(s)u(s) < \infty,\]

for every integer \( n \), then:

\[
u(n) \leq c \exp \left( \sum_{s=n+1}^{\infty} f(s) \right),\]

for all integers \( n \).

Integral and discrete inequalities of the above type, which provides explicit bounds on the unknown functions have proved to be very useful in the analysis of various problems in the theory of differential, integral and finite difference equations, see [1 - 8] and the references given therein. The main purpose of this note is to establish certain integral and discrete inequalities which claim their origin to the inequalities given in Lemmas 1 and 2, by using a fairly elementary analysis.

2. Main results. In what follows, \( \mathbb{R} \) denotes the set of real numbers and \( \mathbb{R}_+ = [0, \infty), \mathbb{N}_0 = \{0, 1, 2, \ldots\} \) be subsets of \( \mathbb{R} \). We use the usual conventions that empty sums and products are taken to be 0 and 1 respectively. We assume that all the functions which appear in the inequalities are real-valued and all the integrals, sums and products involved exists on the respective domains of their definitions.

A fairly general version of Lemma 1 is embodied in the following theorem.

Theorem 1. Let \( u(t), a(t), b(t), c(t) \) be nonnegative continuous functions defined for \( t \in \mathbb{R}_+ \). If

\[
u(t) \leq a(t) + b(t) \int_t^{\infty} c(s)u(s)ds,\]

for \( t \in \mathbb{R}_+ \), then:

\[
u(t) \leq a(t) + b(t)A(t) \exp \left( \int_t^{\infty} c(s)b(s)ds \right),\]
for \( t \in \mathbb{R}_+ \), where
\[
A(t) = \int_t^\infty c(s)a(s)ds,
\]
for \( t \in \mathbb{R}_+ \).

**Proof.** Define a function \( z(t) \) by
\[
z(t) = \int_t^\infty c(s)u(s)ds,
\]
Then (2.1) can be written as
\[
u(t) \leq a(t) + b(t)z(t).
\]
From (2.4) and (2.5) we have:
\[
z(t) \leq A(t) + \int_t^\infty c(s)b(s)z(s)ds,
\]
where \( A(t) \) is defined by (2.3). Clearly, \( A(t) \) is nonnegative, continuous and nonincreasing function for \( t \in \mathbb{R}_+ \). First, we assume that \( A(t) > 0 \) for \( t \in \mathbb{R}_+ \). From (2.6) we observe that
\[
\frac{z(t)}{A(t)} \leq 1 + \int_t^\infty c(s)b(s)\frac{z(s)}{A(s)}ds.
\]
Now an application of Lemma 1 to (2.7) yields
\[
z(t) \leq A(t) \exp \left( \int_t^\infty c(s)b(s)ds \right).
\]
If \( A(t) \) is nonnegative in (2.6), we carry out the above procedure with \( A(t) + \epsilon \) instead of \( A(t) \), where \( \epsilon > 0 \) is an arbitrary small constant, and subsequently pass to the limit as \( \epsilon \to 0 \) to obtain (2.8). The desired inequality in (2.2) follows from (2.5) and (2.8).
As an application of Theorem 1, we establish the following inequality which can be used in certain situations.

**Theorem 2.** Let $u(t), v(t), a(t), b(t), p(t), h_i(t)$ $(i = 1, 2, 3, 4)$ be nonnegative continuous functions defined for $t \in \mathbb{R}_+$ and $\mu \geq 0$ is a real constant. If

\begin{equation}
(2.9) \quad u(t) \leq a(t) + p(t) \left[ \int_t^\infty h_1(s)u(s)ds + \int_t^\infty h_2(s)e^{\mu s}v(s)ds \right],
\end{equation}

\begin{equation}
(2.10) \quad v(t) \leq b(t) + p(t) \left[ \int_t^\infty h_3(s)e^{-\mu s}u(s)ds + \int_t^\infty h_4(s)v(s)ds \right],
\end{equation}

for $t \in \mathbb{R}_+$, then:

\begin{equation}
(2.11) \quad u(t) \leq Q(t), \quad v(t) \leq e^{-\mu t}Q(t),
\end{equation}

for $t \in \mathbb{R}_+$, where

\begin{equation}
(2.12) \quad Q(t) = f(t) + p(t)\overline{A}(t)e^{\mu \int h(s)ds},
\end{equation}

\begin{equation}
(2.13) \quad f(t) = a(t) + b(t)e^{\mu t},
\end{equation}

\begin{equation}
(2.14) \quad h(t) = \max [(h_1(t) + h_3(t)), (h_2(t) + h_4(t))],
\end{equation}

\begin{equation}
(2.15) \quad \overline{A}(t) = \int h(s)f(s)ds,
\end{equation}

for $t \in \mathbb{R}_+$.

**Proof.** From (2.10) we observe that

\begin{equation}
(2.16) \quad e^{\mu t}v(t) \leq e^{\mu t}b(t) + p(t) \left[ \int_t^\infty h_3(s)u(s)ds + \int_t^\infty h_4(s)e^{\mu s}v(s)ds \right].
\end{equation}
Define a function \( w(t) \) by

\[
(2.17) \quad w(t) = u(t) + e^{\mu t}v(t).
\]

From (2.9), (2.16) and (2.17) we observe that

\[
(2.18) \quad w(t) \leq f(t) + p(t) \int_{t}^{\infty} h(s)w(s)ds.
\]

The bounds in (2.11) follows from an application of Theorem 1 to (2.18) and splitting.

3. Discrete analogues. In this section, we establish the discrete versions of Theorem 1 and 2 which can be used in the study of certain finite difference and sum-difference equations.

**Theorem 3.** Let \( u(n), a(n), b(n), c(n) \) be nonnegative functions defined for \( n \in \mathbb{N}_0 \). If

\[
(3.1) \quad u(n) \leq a(n) + b(n) \sum_{s=n+1}^{\infty} c(s)u(s),
\]

for \( n \in \mathbb{N}_0 \), then

\[
(3.2) \quad u(n) \leq a(n) + b(n)B(n) \prod_{s=n+1}^{\infty} [1 + c(s)b(s)],
\]

for \( n \in \mathbb{N}_0 \), where

\[
(3.3) \quad B(n) = \sum_{s=n+1}^{\infty} c(s)a(s),
\]

for \( n \in \mathbb{N}_0 \).

**Proof.** Define a function \( z(n) \) by

\[
(3.4) \quad z(n) = \sum_{s=n+1}^{\infty} c(s)u(s).
\]
Then (3.1) can be written as

\[(3.5) \quad u(n) \leq a(n) + b(n)z(n).\]

From (3.4) and (3.5) we have

\[(3.6) \quad z(n) \leq B(n) + \sum_{s=n+1}^{\infty} c(s)b(s)z(s),\]

where \(B(n)\) is defined by (3.3). Clearly \(B(n)\) is nonnegative and nonincreasing function for \(n \in \mathbb{N}_0\). First we assume that \(B(n) > 0\) for \(n \in \mathbb{N}_0\).

From (3.6) we observe that

\[(3.7) \quad \frac{z(n)}{B(n)} \leq 1 + \sum_{s=n+1}^{\infty} c(s)b(s) \frac{z(s)}{B(s)}.\]

Define a function \(v(n)\) by the right hand side of (3.7), then \(\frac{z(n)}{B(n)} \leq v(n)\) and

\[v(n) - v(n + 1) = c(n + 1)b(n + 1)\frac{z(n + 1)}{B(n + 1)} \leq c(n + 1)b(n + 1)v(n + 1),\]

i.e.

\[(3.8) \quad v(n) \leq [1 + c(n + 1)b(n + 1)]v(n + 1).\]

By setting \(n = s\) and substituting \(s = n, n + 1, \ldots, m - 1 (m \geq n + 1\) is arbitrary in \(\mathbb{N}_0\)), successively we get

\[(3.9) \quad v(n) \leq v(m) \prod_{s=n+1}^{m} [1 + c(s)b(s)].\]

Noting that \(\lim_{m \to \infty} v(m) = 1\) and letting \(m \to \infty\) in (3.9) we get

\[(3.10) \quad v(n) \leq \prod_{s=n+1}^{\infty} [1 + c(s)b(s)].\]

Using (3.10) in \(\frac{z(n)}{B(n)} \leq v(n)\) we get

\[(3.11) \quad z(n) \leq B(n) \prod_{s=n+1}^{\infty} [1 + c(s)b(s)].\]
The proof of the case when \( B(n) \geq 0 \) can be completed as mentioned in Theorem 1. The desired inequality in (3.2) follows from (3.5) and (3.11).

**Theorem 4.** Let \( u(n), v(n), a(n), b(n), p(n), h_i(n) \) \((i = 1, 2, 3, 4)\) be non-negative functions defined for \( n \in \mathbb{N}_0 \) and \( \mu \geq 0 \) is a real constant. If

\[
\text{(3.12)} \quad u(n) \leq a(n) + p(n) \left[ \sum_{s=n+1}^{\infty} h_1(s)u(s) + \sum_{s=n+1}^{\infty} h_2(s)e^{\mu s}v(s) \right],
\]

\[
\text{(3.13)} \quad v(n) \leq b(n) + p(n) \left[ \sum_{s=n+1}^{\infty} h_3(s)e^{-\mu s}u(s) + \sum_{s=n+1}^{\infty} h_4(s)v(s) \right],
\]

for \( n \in \mathbb{N}_0 \), then

\[
\text{(3.14)} \quad u(n) \leq E(n), \quad v(n) \leq E(n)e^{-\mu n},
\]

where

\[
\text{(3.15)} \quad E(n) = g(n) + p(n)\mathcal{B}(n) \prod_{s=n+1}^{\infty} [1 + h(s)p(s)],
\]

\[
\text{(3.16)} \quad g(n) = a(n) + b(n)e^{\mu n},
\]

\[
\text{(3.17)} \quad h(n) = \max[(h_1(n) + h_3(n)), (h_2(n) + h_4(n))],
\]

\[
\text{(3.18)} \quad \mathcal{B}(n) = \sum_{s=n+1}^{\infty} h(s)g(s),
\]

for \( n \in \mathbb{N}_0 \).

The proof of this theorem follows by the same argument as in the proof of Theorem 2 and by making use of Theorem 3. Here we omit the details.

Finally, we note that there is no essential difficulty in obtaining variants of Theorems 2.6.2 (first part, p. 138.) and Theorems 2.6.4., 2.6.5 (pp. 142 - 144) given in [4] in the framework of Theorems 1 and 2 and also their discrete versions in the framework of Theorems 3 and 4 given above. Since this translation is quite straightforward and requires no fresh insight, we do not discuss it here.
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