Abstract

This paper deals with the linear theory of micropolar solid–solid mixtures. First, some existence, uniqueness and continuous dependence results are derived. Then, the propagation of plane waves is studied. There are possible four types of waves: longitudinal displacement waves, longitudinal microrotation waves, transverse displacement waves and transverse microrotation waves. A detailed analysis is presented for the longitudinal displacement waves and the longitudinal microrotation waves.
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1 INTRODUCTION

Many natural or synthetic materials are not pure materials, but represent mixtures consisting of several constituents (solids, fluids or gases) having their own physical and chemical properties. Sometimes the presence of a constituent can be ignored, provided that one constituent prevails, but in many situations the local mechanical effects of each ingredient of the mixture cannot be disregarded. The classical theories cannot describe the thermomechanical behaviour of interacting continua. This is the reason for what various mixture theories, developed in Eulerian description or Lagrangian description, have been proposed in the last decades. The progress in the field can be found in the review articles by Bowen [1], Bedford and Drumheller [2] and the book of Rajagopal and Tao [3].

A number of papers (see for instance [4, 5, 6, 7, 8, 9, 10] and the works cited therein) pay a special attention to include some terms in the basic formulation of mixture theory in order to reflect the microstructure of each constituent. Twiss and Eringen [4, 5] have introduced the mixture theory of materials with microstructure. Two papers of Eringen [6, 7] got back in discussion the study of micropolar mixtures. In these theories, each particle can independently translate and rotate, so that it has six degrees of freedom. The theories developed by Twiss and Eringen [4, 5] are enough to have a complete Eulerian description of the micropolar mixtures.

The Eulerian description is appropriated to study the behaviour of mixtures of fluids, while for the theory of mixtures of solids is naturally to use the Lagrangian description [11, 12]. These two descriptions lead to different equations and to different results. Moreover, when the Lagrangian description is used to develop a theory of mixtures for solids, then the initial boundary value problems associated are formulated in a natural way and the boundary conditions have a clear physical and mathematical meaning.

In this paper we consider the linear theory of heat–conducting micropolar solid–solid mixtures [9] (see also [8, 10]). This theory was derived by using the Lagrangian description. Our first goal is to establish some existence and uniqueness results for the solutions of the problems associated with both the equilibrium theory and the dynamic theory. For the later case, the paper also investigates the continuous dependence of solution with respect to the initial data and the body loads. These qualitative results prove that the approach of the linear theory derived in [9] is well posed.

In the final section we study the propagation of plane waves through an homogeneous and isotropic binary mixture. For such mixtures, the plane waves may be categorized as longitudinal waves and transverse waves,
each of which can be split into displacement waves and microrotation waves. We find that the longitudinal waves and the transverse waves are separable. Moreover, since the longitudinal displacement waves and the longitudinal microrotation waves are also separable, a detailed analysis is given for these waves. Thus, in the case of longitudinal displacement waves we compute the speeds of propagation and discuss the conditions in which there are possible damped and undamped waves. On the other hand, for longitudinal microrotation waves, after computing the speeds of propagation, we find the frequencies for which we have undamped longitudinal microrotation waves. Our results are in concordance with the results obtained in the case of purely micropolar materials [13, 14].

2 PRELIMINARIES

We consider a body which at the time $t = 0$ occupies a bounded open set $B$ of the three-dimensional Euclidian space $E^3$ and assume that its boundary $\partial B$ is a piecewise smooth surface. A binary mixture of micropolar homogeneous thermoelastic solids fills $B$. In the following the configuration of the body at the initial time $t = 0$ is considered as the reference configuration.

We refer the motion of the body to a rectangular axes $Ox_i$. Throughout this paper, Latin subscripts take the values 1, 2, 3, summation is carried out over repeated indices. Typical conventions for differential operations are implied such as a superposed dot or comma followed by a subscript to denote the partial derivative with respect to the time or to the corresponding cartesian coordinate. The superscripts $\sigma = 1, 2$ mark that we consider one of the micropolar elastic constituents.

In the equations of the theory of micropolar solid-solid mixtures, we use the following notations:

- $\rho^{(1)}$ and $\rho^{(2)}$ are the densities at the initial time;
- $u^{(1)}$ and $u^{(2)}$ are the displacement vectors;
- $\varphi^{(1)}$ and $\varphi^{(2)}$ are the microrotation vectors;
- $T$ is the variation of temperature from the reference configuration;
- $I^{(1)}_{ij}$, $I^{(2)}_{ij}$ are the coefficients of inertia at time $t = 0$;
- $t^{(1)}_{ij}$ and $t^{(2)}_{ij}$ are the partial stress tensors;
- $m^{(1)}_{ij}$ and $m^{(2)}_{ij}$ are the partial couple stress tensors;
- $p$ is the internal body force;
- $R$ is the internal body couple;
- $F^{(1)}$ and $F^{(2)}$ are the body forces;
- $G^{(1)}$ and $G^{(2)}$ are the body couples;
- $T_0$ is the constant absolute temperature of the mixture in the reference configuration;
- $q$ is the heat flux vector;
- $\eta$ is the entropy;
- $r$ is the heat supply.

As discussed in [9] (see also [8, 10]), the fundamental system of field equations that governs the motion of an anisotropic mixture consists of:

- the equations of motion

\begin{align}
\tau^{(1)}_{ji,j} - p_i + \rho^{(1)} F^{(1)}_i &= \rho^{(1)} \ddot{u}^{(1)}_i \\
\tau^{(2)}_{ji,j} + p_i + \rho^{(2)} F^{(2)}_i &= \rho^{(2)} \ddot{u}^{(2)}_i \\
m^{(1)}_{ji,j} + R_i + \rho^{(1)} G^{(1)}_i &= \rho^{(1)} \dot{\varphi}^{(1)}_j \\
m^{(2)}_{ji,j} + R_i + \rho^{(2)} G^{(2)}_i &= \rho^{(2)} \dot{\varphi}^{(2)}_j
\end{align}

(2.1)
in $B \times (0, \infty)$;
- the energy equation

$$\rho T_0 \dot{\gamma} = q_{i,i} + \rho r$$  \hspace{1cm} (2.2)

in $B \times (0, \infty)$, where $\rho = \rho^{(1)} + \rho^{(2)}$
- the constitutive equations

\[
\begin{align*}
  t^{(1)}_{ij} &= A_{ijrs} e_{rs} + B_{ijrs} g_{rs} + F^{(1)}_{ijrs} \gamma_{rs}^{(1)} + F^{(2)}_{ijrs} \gamma_{rs}^{(2)} \\
  &\quad + \alpha_{ijk} d_k + b_{ijk} \pi_k - \alpha_{ij}^* T \\
  t^{(2)}_{ij} &= B_{rsij} e_{rs} + C_{ijrs} g_{rs} + H^{(1)}_{ijrs} \gamma_{rs}^{(1)} + H^{(2)}_{ijrs} \gamma_{rs}^{(2)} \\
  &\quad + c_{ijk} d_k + d_{ijk} \pi_k - \beta_{ij}^* T \\
  m^{(1)}_{ij} &= F^{(1)}_{rsij} e_{rs} + H^{(1)}_{rsij} g_{rs} + D^{(1)}_{ijrs} \gamma_{rs}^{(1)} + D^{(2)}_{ijrs} \gamma_{rs}^{(2)} \\
  &\quad + \alpha_{ijk}^{(1)} d_k + \beta_{ijk} \pi_k - \nu_{ij}^* T \\
  m^{(2)}_{ij} &= F^{(2)}_{rsij} e_{rs} + H^{(2)}_{rsij} g_{rs} + D^{(3)}_{ijrs} \gamma_{rs}^{(1)} + D^{(2)}_{ijrs} \gamma_{rs}^{(2)} \\
  &\quad + \alpha_{ijk}^{(2)} d_k + \beta_{ijk} \pi_k - \mu_{ij}^* T \\
  p_i &= a_{jki} e_{jk} + c_{jki} g_{jk} + \alpha_{jki}^{(1)} \gamma_{jk}^{(1)} + \alpha_{jki}^{(2)} \gamma_{jk}^{(2)} \\
  &\quad + a_{ij} d_j + c_{ij} \pi_j - \tau_i^* T \\
  R_i &= b_{jki} e_{jk} + d_{jki} g_{jk} + \beta_{jki}^{(1)} \gamma_{jk}^{(1)} + \beta_{jki}^{(2)} \gamma_{jk}^{(2)} \\
  &\quad + c_{ij} d_j + b_{ij} \pi_j - \sigma_i^* T \\
  \rho o \eta &= \alpha_{ij}^* e_{ij} + \beta_{ij}^* g_{ij} + \nu_{ij}^* \gamma_{ij}^{(1)} + \mu_{ij}^* \gamma_{ij}^{(2)} \\
  &\quad + \tau_i^* d_i + \sigma_i^* \pi_i + \alpha^* T \\
  q_i &= k_{ij} T_j 
\end{align*}
\]

in $\bar{B} \times [0, \infty)$, where $e_{ij}, g_{ij}, \gamma_{ij}^{(\sigma)}, d_i$ and $\pi_i$ are defined by

\[
\begin{align*}
  e_{ij} &= u_{ij}^{(1)} + \epsilon_{ij} \phi_{ij}^{(1)}, \quad g_{ij} = u_{ij}^{(2)} + \epsilon_{ij} \phi_{ij}^{(2)} \\
  d_i &= u_i^{(1)} - u_i^{(2)}, \quad \gamma_{ij}^{(\sigma)} = \phi_{ij}^{(\sigma)}, \quad \pi_i = \phi_i^{(1)} - \phi_i^{(2)} 
\end{align*}
\hspace{1cm} (2.4)

The constitutive coefficients have the following symmetries

\[
\begin{align*}
  A_{ijrs} &= A_{rsij}, \quad C_{ijrs} = C_{rsij} \\
  D_{ijrs}^{(\sigma)} &= D_{rsij}^{(\sigma)}, \quad a_{ij} = a_{ji}, \quad b_{ij} = b_{ji} 
\end{align*}
\hspace{1cm} (2.5)

and moreover, the dissipation inequality implies

$$\Phi \equiv \frac{1}{T_0} k_{ij} T_i T_j \geq 0$$  \hspace{1cm} (2.6)

To the above equations we have to adjoin boundary conditions and initial conditions. We consider null boundary conditions, i.e.

$$u_i^{(\sigma)} = 0, \quad \phi_i^{(\sigma)} = 0, \quad T = 0 \quad \text{on } \partial B \times [0, \infty)$$  \hspace{1cm} (2.7)

We denote by $(\mathcal{P})$ the initial boundary value problem defined by Eqs (2.1)–(2.4), the boundary conditions
where \( u_i^{(0)} \), \( v_i^{(0)} \), \( \varphi_i^{(0)} \), \( \psi_i^{(0)} \), and \( T^0 \) are prescribed functions.

Let us denote by \( W \) the internal energy density associated to the solution of the problem \((P)\), that is
\[
W = \frac{1}{2} A_{i j r s} e_{i j} e_{r s} + B_{i j r s} e_{i j} g_{r s} + \frac{1}{2} C_{i j r s} g_{i j} g_{r s} + \sum_{\sigma=1}^{2} \left( \frac{1}{2} D_{i j r s}^{(\sigma)} \gamma_{i j r s}^{(\sigma)} + F_{i j r s}^{(\sigma)} e_{i j} \gamma_{r s}^{(\sigma)} + H_{i j r s}^{(\sigma)} g_{i j} \gamma_{r s}^{(\sigma)} \right)
+ D_{i j r s}^{(3)} \gamma_{i j r s}^{(1)} + \frac{1}{2} a_{i j d} d_{i j} + \frac{1}{2} b_{i j} \pi_i \pi_j + c_{i j} d_i \pi_j + a_{i j k} e_{i j} e_{d k} + b_{i j k} e_{i j} \pi_k \\
+ c_{i j k} g_{i j} d_k + d_{i j k} g_{i j} \pi_k + a_{i j k}^{(1)} \gamma_{i j}^{(1)} d_k + \beta_{i j k}^{(1)} \gamma_{i j}^{(1)} \pi_k + \alpha_{i j k}^{(2)} \gamma_{i j}^{(2)} d_k + \beta_{i j k}^{(2)} \gamma_{i j}^{(2)} \pi_k
\]  

We assume that the internal energy density is a positive definite form and also that there exist a positive constant \( k \) such that
\[
\int_B k_{i j} T_{i j} T_{i j} \, dv \geq k \int_B T_{i j} T_{i j} \, dv
\]  
for all \( T \in C_0^\infty (B) \).

Further, we assume that \( \rho^{(\sigma)} \) and \( a^* \) are strictly positive and the tensors \( I_{i j}^{(\sigma)} \) are positive definite.

As in [15, 16] some new notations which involve the unknown functions and the constitutive coefficients can be introduced in order to obtain a dimensionless form of the equations. So, without losing the generality, we consider that all quantities involved in this article are dimensionless.

### 3 EQUILIBRIUM THEORY

In the absence of time dependence, the basic equations reduce to the constitutive equations \((2.3)\), the geometrical equations \((2.4)\) and the equations of equilibrium
\[
\begin{align*}
t_{i j}^{(1)} - p_i + \rho^{(1)} F_i^{(1)} &= 0 \\
t_{i j}^{(2)} + p_i + \rho^{(2)} F_i^{(2)} &= 0 \\
m_{i j k}^{(1)} + \varepsilon_{i j k} t_{j k}^{(1)} + t_{j k}^{(2)} - R_i + \rho^{(1)} G_i^{(1)} &= 0 \\
m_{i j k}^{(2)} + R_i + \rho^{(2)} G_i^{(2)} &= 0 \\
q_{i i} &= - \rho r
\end{align*}
\]  
in \( B \).

The boundary conditions are
\[
u_i^{(\sigma)} = 0, \quad \varphi_i^{(\sigma)} = 0, \quad T = 0 \quad \text{on } \partial B
\]  

As in the classical thermoelasticity, the energy equation involve only the unknown temperature. Thus, in view of the assumption \((2.10)\), we can say that for each \( r \in H^{-1}(B) \) the problem defined by the equation \((3.1)_5 \) and the boundary condition \((3.2)_4 \) has a unique weak solution \( T \in H^1_0(B) \). We recall that \( H^{-1}(B) \) is the dual space of the Sobolev space \( H^1_0(B) \) [17, 18].
In the following we suppose that the body loads satisfy the following regularity conditions

\[ F_i^{(\sigma)}, G_i^{(\sigma)}, r \in H^{-1}(B) \]  

(3.3)

In view of the above remarks, the equations of equilibrium can be rewritten in the form

\[
\begin{align*}
\ell_{ij}^{(1)} - p_i + f_i^{(1)} &= 0 \\
\ell_{ij}^{(2)} + p_i + f_i^{(2)} &= 0 \\
m_{ij}^{(1)} + \varepsilon_{ijk}l_{jk}^{(1)} + l_{jk}^{(2)} - R_i + g_i^{(1)} &= 0 \\
m_{ij}^{(2)} + R_i + g_i^{(2)} &= 0
\end{align*}
\]  

(3.4)

where

\[
\begin{align*}
f_i^{(1)} &= \rho(1)F_i^{(1)} - \alpha_{ji}T_j + \tau_i^T \\
f_i^{(2)} &= \rho(2)F_i^{(2)} - \beta_{ji}T_j - \tau_i^T \\
f_i^{(1)} &= \rho(1)G_i^{(1)} - \nu_{ji}T_j + \sigma_i^T - \varepsilon_{ijk}(\alpha_{jk} + \beta_{jk})T \\
g_i^{(2)} &= \rho(2)G_i^{(2)} - \mu_{ji}T_j - \sigma_i^T
\end{align*}
\]  

(3.5)

Since \( H_0^1(B) \subset L^2(B) \subset H^{-1}(B) \), it follows that

\[ f_i^{(\sigma)}, g_i^{(\sigma)} \in H^{-1}(B) \]  

(3.6)

Let introduce the space

\[ \mathcal{X} = \{ U = (u_i^{(1)}, \varphi_i^{(1)}, u_i^{(2)}, \varphi_i^{(2)}) \mid u_i^{(\sigma)}, \varphi_i^{(\sigma)} \in H_0^1(B) \} \]  

(3.7)

It is easy to see that

\[
\begin{align*}
e_{ij}(U)e_{ij}(U) &\leq 2u_{i,j}^{(1)}u_{i,j}^{(1)} + 3\varphi_{k}^{(1)}\varphi_{k}^{(1)} \\
g_{ij}(U)g_{ij}(U) &\leq 2u_{i,j}^{(2)}u_{i,j}^{(2)} + 3\varphi_{k}^{(1)}\varphi_{k}^{(1)}
\end{align*}
\]  

(3.8)

where by \( e_{ij}(U) \) we mark that \( e_{ij} \) is related to the components of \( U \).

Moreover, using the boundary conditions, as in [19], we deduce that

\[ \int_B e_{ij}(U)e_{ij}(U)dv \geq \frac{1}{2} \int_B (u_{i,j}^{(1)}u_{i,j}^{(1)} + u_{i,j}^{(1)}u_{i,j}^{(1)})dv \geq \frac{1}{2} \int_B (u_{i,j}^{(1)}u_{i,j}^{(1)} + u_{i,j}^{(1)}u_{i,j}^{(1)})dv \]  

(3.9)

Similarly, we have

\[ \int_B g_{ij}(U)g_{ij}(U)dv \geq \frac{1}{2} \int_B (u_{i,j}^{(2)}u_{i,j}^{(2)} + u_{i,j}^{(2)}u_{i,j}^{(2)})dv \]  

(3.10)

In view of the above relations and of the Poincaré inequality, we define on the space \( \mathcal{X} \) the scalar product

\[ \langle U, V \rangle_{\mathcal{X}} = \int_B \left[ e_{ij}(U)e_{ij}(V) + g_{ij}(U)g_{ij}(V) + \sum_{\sigma=1,2} \gamma_{ij}^{(\sigma)}(U)\gamma_{ij}^{(\sigma)}(V) \right] dv \]  

(3.11)

A direct consequence of the above inequalities is the fact that the norm induced by this scalar product is equivalent with the usual norm on \( H_0^1(B) \times H_0^1(B) \). Hence \( \langle \ , \ \rangle_{\mathcal{X}} \) defines a norm equivalent to the usual norm on \( \mathcal{X} \).
We introduce the bilinear form \( a : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \)
\[
a(U, V) = A_{ijrs} e_{ij}(U) e_{rs}(V) + C_{ijrs} g_{ij}(U) g_{rs}(V)
+ B_{ijrs} [e_{ij}(U) g_{rs}(V) + e_{ij}(V) g_{rs}(U)]
+ \sum_{\sigma=1}^{2} \left( D^{(\sigma)}_{ijrs} [\gamma_{ij}^{(\sigma)}(U) \gamma_{rs}^{(\sigma)}(V)] + F^{(\sigma)}_{ijrs} [e_{ij}(U) \gamma_{rs}^{(\sigma)}(V) + e_{ij}(V) \gamma_{rs}^{(\sigma)}(U)]
+ H^{(\sigma)}_{ijrs} [g_{ij}(U) \gamma_{rs}^{(\sigma)}(V) + g_{ij}(V) \gamma_{rs}^{(\sigma)}(U)]
+ D^{(3)}_{ijrs} [\gamma_{ij}^{(1)}(U) \gamma_{rs}^{(2)}(V) + \gamma_{ij}^{(1)}(V) \gamma_{rs}^{(2)}(U)] + a_{ij} d_{i}(U) d_{j}(V) + b_{ij} \pi_{i}(U) \pi_{j}(V)
+ c_{ij} [e_{ij}(U) \pi_{k}(V) + d_{i}(V) \pi_{j}(U)] + a_{ijk} [e_{ij}(U) d_{k}(V) + e_{ij}(V) d_{k}(U)]
+ b_{ijk} [e_{ij}(U) \pi_{k}(V) + e_{ij}(V) \pi_{k}(U)] + c_{ijk} [g_{ij}(U) d_{k}(V) + g_{ij}(V) d_{k}(U)]
+ d_{ijk} [g_{ij}(U) \pi_{k}(V) + g_{ij}(V) \pi_{k}(U)] + \alpha^{(1)}_{ijk} \gamma_{ij}^{(1)}(U) d_{k}(V) + \gamma_{ij}^{(1)}(V) d_{k}(U)]
+ \beta^{(1)}_{ijk} \gamma_{ij}^{(2)}(U) \pi_{k}(V) + \gamma_{ij}^{(2)}(V) \pi_{k}(U)] + \alpha^{(2)}_{ijk} \gamma_{ij}^{(2)}(U) d_{k}(V) + \gamma_{ij}^{(2)}(V) d_{k}(U)]
+ \beta^{(2)}_{ijk} \gamma_{ij}^{(2)}(U) \pi_{k}(V) + \gamma_{ij}^{(2)}(V) \pi_{k}(U)]
\]
and the linear operator \( F : \mathcal{X} \to \mathbb{R} \) defined by
\[
F(V) = \sum_{\sigma=1,2} \int_{B} (f_{i}^{(\sigma)} v_{i}^{(\sigma)} + g_{i}^{(\sigma)} \phi_{i}^{(\sigma)}) dv
\]
where \( U = (u^{(1)}_{i}, \varphi_{i}^{(1)}, u^{(2)}_{i}, \varphi_{i}^{(2)}) \in \mathcal{X} \) and \( V = (v^{(1)}_{i}, \phi_{i}^{(1)}, v^{(2)}_{i}, \phi_{i}^{(2)}) \in \mathcal{X} \).

Then the weak formulation of the problem defined by the equations (3.4) and the boundary conditions (3.2) reads as follows. Find \( U \in \mathcal{X} \) such that
\[
A(U, V) = F(V), \text{ for all } V \in \mathcal{X}
\] (3.14)
where
\[
A(U, V) = \int_{B} a(U, V) dv
\] (3.15)

**Theorem 3.1** Assume that

i) the internal density energy is a positive definite form, in term of the quantities given by (2.4);

ii) the constitutive coefficients satisfy the symmetry relations (2.5);

iii) the loads satisfy the regularity conditions (3.3).

Then there exists one and only one solution of the problem (3.14).

**Proof.** First of all, let remark that the hypotheses i) and ii) assure that there exist the positive constants \( c_{1} \) and \( c_{2} \) such that
\[
c_{1} \left( e_{ij}(U) e_{ij}(U) + g_{ij}(U) g_{ij}(U) + \sum_{\sigma=1,2} \gamma_{ij}^{(\sigma)}(U) \gamma_{ij}^{(\sigma)}(U) + d_{i}(U) d_{i}(U) + \pi_{i}(U) \pi_{i}(U) \right) \leq a(U, U)
\]
\[
a(U, U) \leq c_{2} \left( e_{ij}(U) e_{ij}(U) + g_{ij}(U) g_{ij}(U) + \sum_{\sigma=1,2} \gamma_{ij}^{(\sigma)}(U) \gamma_{ij}^{(\sigma)}(U) + d_{i}(U) d_{i}(U) + \pi_{i}(U) \pi_{i}(U) \right)
\] (3.16)
We also note that
\[
d_{i}(U) d_{i}(U) \leq 2 \sum_{\sigma=1,2} u_{i}^{(\sigma)}(U), \quad \pi_{i}(U) \pi_{i}(U) \leq 2 \sum_{\sigma=1,2} \varphi_{i}^{(\sigma)}(U)
\] (3.17)
So, in view of the Schwarz inequality, the Poincaré inequality and the above relations, it follows that
A(·, ·) is bounded, i.e. there exists the constant $c_3 > 0$ such that

$$A(U, V) \leq c_3 \| U \|_X \| V \|_X, \quad \text{for all} \quad U, V \in X \quad (3.18)$$

Moreover, (3.16) implies that $A(·, ·)$ is coercive, i.e there exists the positive constant $c_4$ such that

$$A(U, U) \geq c_4 \| U \|^2_X, \quad \text{for all} \quad U \in X \quad (3.19)$$

Finally, because the injections of $L^2(B)$ into $H^{-1}(B)$ are continuous, the Schwarz inequality imply that the linear operator $F(·)$ is bounded. By the Lax-Milgram theorem it follows that (3.14) has one and only one solution. The proof is complete.

**Remark 3.1** The Lax-Milgram theorem used in the proof of the previous theorem also offers a continuous dependence result on the loads $f_i^{(\sigma)}, g_i^{(\sigma)}$. The map $(f_i^{(\sigma)}, g_i^{(\sigma)}) \rightarrow (u_i^{(\sigma)}, \varphi_i^{(\sigma)})$ is Lipschitzian from $[H^{-1}(B)]^6$ to $X$ with the Lipschitz constant $c_4^{-1}$. Moreover, the weak solution $U$ minimizes the functional $\frac{1}{2}A(U, U) - F(U)$ on $X$.

### 4 DYNAMIC THEORY

In this section we use the results of the semigroup theory of linear operators to establish an existence theorem in the dynamical theory of mixtures of two micropolar elastic solids. First, we transform our initial boundary value problem defined by the relations (2.1)–(2.4), (2.7) and (2.8) to an abstract problem on an appropriate Hilbert space.

Let us define

$$Z = \{ W = (u^{(1)}_i, \varphi^{(1)}_i, u^{(2)}_i, \varphi^{(2)}_i, \nu^{(2)}_i, T) \mid u^{(1)}_i, \varphi^{(1)}_i, T \in H^1_0(B), \quad u^{(2)}_i, \nu^{(2)}_i, T \in L^2(B) \} \quad (4.1)$$

We consider the operators

$$A^{(1)}_i(u^{(1)}) = \frac{1}{\rho^{(1)}} \left[ \left( A_{jirs} u^{(1)}_{s,r} + a_{jik} u^{(1)}_k \right) - a_{ij} u^{(1)}_j - a_{jki} u^{(1)}_{k,j} \right] \quad (4.2)$$

$$A^{(2)}_i(u^{(2)}) = \frac{1}{\rho^{(2)}} \left[ \left( B_{jirs} u^{(2)}_{s,r} - a_{jik} u^{(2)}_k \right) + a_{ij} u^{(2)}_j - c_{jki} u^{(2)}_{k,j} \right] \quad (4.3)$$

$$B^{(1)}_i(\varphi^{(1)}) = \frac{1}{\rho^{(1)}} \left[ \left( (A_{jirs} + B_{jirs}) \varepsilon_{msr} \varphi^{(1)}_m + F^{(1)}_{jirs} \varphi^{(1)}_s + b_{jki} \varphi^{(1)}_k \right) - c_{ij} \varphi^{(1)}_j - (a_{jki} + c_{jki}) \varepsilon_{mki} \varphi^{(1)}_m - a_{jki} \varphi^{(1)}_{k,j} \right] \quad (4.4)$$

$$B^{(2)}_i(\varphi^{(2)}) = \frac{1}{\rho^{(2)}} \left[ \left( F^{(2)}_{jirs} \varphi^{(2)}_s - b_{jki} \varphi^{(2)}_k \right) - c_{ij} \varphi^{(2)}_j - a_{jki} \varphi^{(2)}_{k,j} \right] \quad (4.5)$$

$$C_i(T) = \frac{1}{\rho^{(1)}} \left[ (-a^*_j T)^{\alpha} + \tau_i^* T \right] \quad (4.6)$$

$$D^{(1)}_i(u^{(1)}) = \frac{J^{(1)}_m}{\rho^{(1)}} \left[ \left( F_{rsjm}^{(1)} u^{(1)}_{s,m} + a^{(1)}_{jmk} u^{(1)}_k \right) - c_{jm} u^{(1)}_j - b_{jkm} u^{(1)}_{k,j} \right] + \varepsilon_{jm} \left[ (A_{jkn} + B_{rsjk}) u^{(1)}_{s,r} + (a_{jkm} + c_{jkm}) u^{(1)}_n \right] \quad (4.7)$$

$$D^{(2)}_i(u^{(2)}) = \frac{J^{(1)}_m}{\rho^{(1)}} \left[ \left( H_{rsjm}^{(1)} u^{(2)}_{s,m} - a^{(1)}_{jmk} u^{(2)}_k \right) + c_{jm} u^{(2)}_j + d_{jkm} u^{(2)}_{k,j} \right] + \varepsilon_{jm} \left[ (B_{kn} + C_{jkn}) u^{(2)}_{s,n} - (a_{jkm} + c_{jkm}) u^{(2)}_n \right] \quad (4.8)$$
\[ E_i^{(1)}(\varphi^{(1)}) = \frac{J_{ip}^{(1)}}{\rho^{(1)}} \left[ (F_{rsjp}^{(1)} + H_{rsjp}^{(1)})\varepsilon_{mrp}\varphi_m^{(1)} + D_{rsjp}\varphi_s^{(1)} + \beta_{jpk}\varphi_k^{(1)} \right]_{j} \\
+ \varepsilon_{pkj} \left[ (A_{jkrs} + B_{jkr} + C_{jrs}) \varepsilon_{mrs}\varphi_m^{(1)} + (b_{km} + d_{jkm})\varphi_m^{(1)} + (F_{jkr} + H_{jkr}^{(1)})\varphi_{s,r}^{(1)} \right] \\
- b_{pk}\varphi_k^{(1)} - (b_{jkp} + d_{jkm})\varepsilon_{km}\varphi_m^{(1)} - \beta_{jkp}\varphi_{k,j}^{(1)} \right] \]

\[ E_i^{(2)}(\varphi^{(2)}) = \frac{J_{ip}^{(1)}}{\rho^{(1)}} \left[ \left( D_{jprs}^{(3)}\varphi_s^{(2)} - \beta_{jpk}\varphi_k^{(2)} \right) \right]_{j} + \varepsilon_{pkj} \left[ \left( F_{jkr}^{(2)} + H_{jkr}^{(2)} \right) \varphi_{s,r}^{(2)} - (b_{km} + d_{jkm})\varphi_m^{(2)} \right] \\
- b_{pk}\varphi_k^{(2)} - \beta_{jkp}\varphi_{k,j}^{(2)} \right] \]

\[ F_i(T) = \frac{J_{im}^{(1)}}{\rho^{(1)}} \left[ (\nu_{jm}^* T)_{,j} - \varepsilon_{mjk} \left( a_{jk}^* + \beta_{jk}^* \right) T + \sigma_m^* T \right] \]

\[ G_i^{(1)}(u^{(1)}) = \frac{1}{\rho^{(2)}} \left[ \left( B_{rsji} u_s^{(1)} + c_{ijk}u_{k}^{(1)} \right) \right]_{j} + a_{ij}u_j^{(1)} + a_{jki}u_{k,j}^{(1)} \]

\[ G_i^{(2)}(u^{(2)}) = \frac{1}{\rho^{(2)}} \left[ \left( C_{jirs} u_s^{(2)} - c_{ijk}u_{k}^{(2)} \right) \right]_{j} - a_{ij}u_j^{(2)} + c_{jki}u_{k,j}^{(2)} \]

\[ H_i^{(1)}(\varphi^{(1)}) = \frac{1}{\rho^{(2)}} \left[ \left( (B_{rsji} + C_{rsji})\varepsilon_{mrs}\varphi_m^{(1)} + H_{jirs}\varphi_s^{(1)} + d_{jik}\varphi_k^{(1)} \right) \right]_{j} \\
+ c_{ij}\varphi_j^{(1)} + (a_{jki} + c_{jki})\varepsilon_{mkj}\varphi_m^{(1)} + \alpha_{jki}^*(\varphi_{k,j}^{(1)} \right] \\
H_i^{(2)}(\varphi^{(2)}) = \frac{1}{\rho^{(2)}} \left[ \left( H_{jirs}^{(2)}\varphi_s^{(2)} - d_{jik}\varphi_k^{(2)} \right) \right]_{j} + \alpha_{jki}^{(2)}\varphi_{k,j}^{(2)} - c_{ij}\varphi_j^{(2)} \right] \\
K_i(T) = \frac{1}{\rho^{(2)}} \left[ (-\beta_{ij}\varphi_k^{(2)} \right)_{,j} - \tau_i^* T \right] \\
Q_i^{(1)}(u^{(1)}) = \frac{J_{im}^{(2)}}{\rho^{(2)}} \left[ \left( F_{rsjm} u_s^{(1)} + \alpha_{jmk} u_{k}^{(1)} \right) \right]_{j} + c_{jm}u_j^{(1)} + b_{km}u_{k,j}^{(1)} \]

\[ Q_i^{(2)}(u^{(2)}) = \frac{J_{im}^{(2)}}{\rho^{(2)}} \left[ \left( F_{rsjm} u_s^{(2)} - \alpha_{jmk} u_{k}^{(2)} \right) \right]_{j} - c_{jm}u_j^{(2)} + d_{km}u_{k,j}^{(2)} \]

\[ P_i^{(1)}(\varphi^{(1)}) = \frac{J_{im}^{(2)}}{\rho^{(2)}} \left[ \left( F_{rsjp} + H_{rsjp}^{(2)}\varepsilon_{mrs}\varphi_m^{(1)} + D_{rsjp}\varphi_s^{(1)} + \beta_{jpk}\varphi_k^{(1)} \right) \right]_{j} \\
+ b_{pk}\varphi_k^{(2)} + (b_{jkp} + d_{jkm})\varepsilon_{km}\varphi_m^{(1)} + \beta_{jkp}\varphi_{k,j}^{(1)} \right] \\
P_i^{(2)}(\varphi^{(2)}) = \frac{J_{im}^{(2)}}{\rho^{(2)}} \left[ \left( D_{jprs}^{(2)}\varphi_s^{(2)} - \beta_{jpk}\varphi_k^{(2)} \right) \right]_{j} - b_{pk}\varphi_k^{(2)} + \beta_{jkp}\varphi_{k,j}^{(2)} \right] \]

\[ F_i(T) = \frac{J_{im}^{(2)}}{\rho^{(2)}} \left[ (\nu_{jm}^* T)_{,j} - \varepsilon_{mjk} \left( a_{jk}^* + \beta_{jk}^* \right) T + \sigma_m^* T \right] \]

\[ M^{(1)}(u^{(1)}) = -\frac{1}{a^*} \left[ \alpha_{ij}^* v_{j,i}^{(1)} + \tau_i^* v_i^{(1)} \right] \]

\[ M^{(2)}(u^{(2)}) = -\frac{1}{a^*} \left[ \alpha_{ij}^* v_{j,i}^{(2)} - \tau_i^* v_i^{(2)} \right] \]

\[ N^{(1)}(\varphi^{(1)}) = -\frac{1}{a^*} \left[ \alpha_{ij}^* + \beta_{ij}^*\varepsilon_{mrij}\varphi_m^{(1)} + \nu_{ij}^* \varphi_{m,i}^{(1)} + \sigma_i^* \varphi_i^{(1)} \right] \]
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\[ N^{(2)}(\varphi^{(2)}) = -\frac{1}{\sigma^r} \left[ \mu_{ij} \nu^{(2)}_{i,j} - \sigma_i^r \varphi^{(2)}_i \right] \]  
(4.25)

\[ S(T) = \frac{1}{T_0 a^*} [k_{ij} T_{ij}], i \]  
(4.26)

where \( J^{(\sigma)} = (J^{(\sigma)}_{ij}) \) denotes the inverse of the matrix \( I^{(\sigma)} = (I^{(\sigma)}_{ij}) \) and all the derivatives of the functions are understood in the sense of distributions.

With the help of these operators, we define the matrix operator \( \mathcal{A} \) with the domain \( D = \{ W \in \mathcal{Z} \mid \mathcal{A}W \in \mathcal{Z} \} \), by

\[
\mathcal{A} = \begin{pmatrix}
0 & \text{Id} & 0 & 0 & 0 & 0 & 0 & 0 \\
A^{(1)} & 0 & B^{(1)} & 0 & A^{(2)} & 0 & B^{(2)} & 0 \\
0 & 0 & 0 & \text{Id} & 0 & 0 & 0 & 0 \\
D^{(1)} & 0 & E^{(1)} & 0 & D^{(2)} & 0 & E^{(2)} & 0 \\
0 & 0 & 0 & 0 & \text{Id} & 0 & 0 & 0 \\
G^{(1)} & 0 & H^{(1)} & 0 & G^{(2)} & 0 & H^{(2)} & 0 \\
0 & 0 & 0 & 0 & 0 & \text{Id} & 0 & 0 \\
Q^{(1)} & 0 & P^{(1)} & 0 & Q^{(2)} & 0 & P^{(2)} & 0 \\
0 & M^{(1)} & 0 & N^{(1)} & 0 & M^{(2)} & 0 & N^{(2)} & S
\end{pmatrix}
\]  
(4.27)

where \( \text{A} \) denote the operator \( \text{A} = (A_1, A_2, A_3) \) and \( \text{Id} \) is the identity operator.

The boundary initial value problem defined by the relations (2.1)–(2.4), (2.7) and (2.8) can be transformed into the following abstract equation in the Hilbert space \( \mathcal{Z} \)

\[
\frac{dW}{dt}(t) = \mathcal{A}W(t) + \mathcal{F}(t), \quad W(0) = W_0
\]  
(4.28)

where

\[
\mathcal{F}(t) = \left( 0, F^{(1)}, 0, J^{(1)} G^{(1)}, 0, F^{(2)}, 0, J^{(2)} G^{(2)}, \frac{\rho}{T_0 a^*} r \right)
\]  
(4.29)

and

\[
W_0 = (u^{0(1)}, \varphi^{0(1)}, \nu^{0(1)}, u^{0(2)}, \varphi^{0(2)}, \nu^{0(2)}, \varphi^0, \nu^0, T^0)
\]

We introduce the following inner product in \( \mathcal{Z} \)

\[
\langle W, \tilde{W} \rangle_{\mathcal{Z}} = \int_B \left\{ \sum_{\sigma=1,2} \left( \rho^{(\sigma)} v_i^{(\sigma)} \nu_i^{(\sigma)} + \rho^{(\sigma)} f_i^{(\sigma)} \nu_i^{(\sigma)} \nu_j^{(\sigma)} \right) + a^* T \tilde{T} + a \langle \tilde{W}, \tilde{W} \rangle \right\} dv
\]  
(4.30)

where \( W = (u_i^{(1)}, \varphi_i^{(1)}, \nu_i^{(1)}, u_i^{(2)}, \varphi_i^{(2)}, \nu_i^{(2)}, T), \tilde{W} = (\tilde{u}_i^{(1)}, \tilde{v}_i^{(1)}, \tilde{\varphi}_i^{(1)}, \tilde{u}_i^{(2)}, \tilde{v}_i^{(2)}, \tilde{\varphi}_i^{(2)}, \tilde{T}) \), the bilinear form \( a(\cdot, \cdot) \) is defined by (3.12) and we denote by \( \tilde{W} \) the vector obtained from a vector \( W \) by cutting the components \( v_i^{(1)}, \nu_i^{(1)}, v_i^{(2)}, \nu_i^{(2)} \) and \( T \).

A direct consequence of the inequalities (3.8), (3.9), (3.10), (3.16) and (3.17) is the fact that the norm induced the above inner product defines a norm equivalent to the usual norm on \( \mathcal{Z} \).

We note that \( [C^\infty_0(B)]^{25} \) is a dense subset of \( \mathcal{Z} \) which is contained in \( D(A) \).

**Lemma 4.1** The operator \( \mathcal{A} \) is dissipative, i.e.

\[
\langle \mathcal{A}W, W \rangle_{\mathcal{Z}} \leq 0, \text{ for all } W \in D(\mathcal{A})
\]  
(4.31)

**Proof.** Using the divergence theorem and the boundary conditions we find
\[
(\mathbf{AW}, \mathbf{W}) = \int_B \left\{ v_i^{(1)} (t_i^{(1)} - p_i) + v_i^{(2)} (t_i^{(2)} + p_i) \\
+ \nu_i^{(1)} [m_i^{(1)} + \epsilon_{ijk} (t_j^{(1)} + t_k^{(2)}) - R_i] + \nu_i^{(2)} (m_i^{(2)} + R_i) \\
+ \frac{1}{t_0} q_i + M^{(1)} (u_i^{(1)}) + M^{(2)} (u_i^{(2)}) + N^{(1)} (\varphi_i^{(1)}) + N^{(2)} (\varphi_i^{(2)}) \right\} T + a(\mathbf{AW}, \mathbf{W}) \right\} dv
\]

\[
= - \int_B k_{ij} T, T_j dv
\]

for all \( \mathbf{W} = (u_i^{(1)}, v_i^{(1)}, \varphi_i^{(1)}, \nu_i^{(1)}, u_i^{(2)}, v_i^{(2)}, \varphi_i^{(2)}, \nu_i^{(2)}, T) \in \mathcal{D}(A). \)

Thus, using the inequality (2.10) we obtain the relation (4.31) and the proof is complete.

Lemma 4.2
The operator \( \mathcal{A} \) satisfies the condition

\[
\text{Rang(} \text{Id} - \mathcal{A} \) = \mathcal{Z}
\]

Proof. Let us consider \( \mathbf{W}^* = (u_i^{(1)}, v_i^{(1)}, \varphi_i^{(1)}, \nu_i^{(1)}, u_i^{(2)}, v_i^{(2)}, \varphi_i^{(2)}, \nu_i^{(2)}, T^*) \in \mathcal{Z} \). We have to show that there is a solution \( \mathbf{W} = (u_i^{(1)}, v_i^{(1)}, \varphi_i^{(1)}, \nu_i^{(1)}, u_i^{(2)}, v_i^{(2)}, \varphi_i^{(2)}, \nu_i^{(2)}, T) \in \mathcal{D}(A) \) of the equation

\[
\mathbf{W} - \mathbf{AW} = \mathbf{W}^*
\]

From the definition of the operator \( \mathcal{A} \) we get

\[
v_i^{(1)} = u_i^{(1)} - u_i^{(1)}, \quad \nu_i^{(1)} = \varphi_i^{(1)} - \varphi_i^{(1)}, \quad v_i^{(2)} = u_i^{(2)} - u_i^{(2)}, \quad \nu_i^{(2)} = \varphi_i^{(2)} - \varphi_i^{(2)}
\]

\[
v_i^{(1)} = \sum_{\sigma=1,2} \left( A_i^{(\sigma)} (u_i^{(\sigma)}) + B_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + C_i (T) = v_i^{(1)}
\]

\[
\nu_i^{(1)} = \sum_{\sigma=1,2} \left( D_i^{(\sigma)} (u_i^{(\sigma)}) + E_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + F_i (T) = \nu_i^{(1)}
\]

\[
v_i^{(2)} = \sum_{\sigma=1,2} \left( G_i^{(\sigma)} (u_i^{(\sigma)}) + H_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + K_i (T) = v_i^{(2)}
\]

\[
\nu_i^{(2)} = \sum_{\sigma=1,2} \left( Q_i^{(\sigma)} (u_i^{(\sigma)}) + P_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + R_i (T) = \nu_i^{(2)}
\]

\[
T - \left[ \sum_{\sigma=1,2} \left( M^{(\sigma)} (v^{(\sigma)}) + N^{(\sigma)} (u^{(\sigma)}) \right) + S(T) \right] = T^*
\]

By eliminating \( v_i^{(1)}, \nu_i^{(1)}, v_i^{(2)}, \nu_i^{(2)} \), we obtain for the determination of the functions \( \mathbf{W} = (u_i^{(1)}, \varphi_i^{(1)}, u_i^{(2)}, \varphi_i^{(2)}, T) \) the following system

\[
L_i^{(1)}(\mathbf{W}) = u_i^{(1)} - \sum_{\sigma=1,2} \left( A_i^{(\sigma)} (u_i^{(\sigma)}) + B_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + C_i (T) = g_i^{(1)}
\]

\[
K_i^{(1)}(\mathbf{W}) = \varphi_i^{(1)} - \sum_{\sigma=1,2} \left( D_i^{(\sigma)} (u_i^{(\sigma)}) + E_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + F_i (T) = h_i^{(1)}
\]

\[
L_i^{(2)}(\mathbf{W}) = u_i^{(2)} - \sum_{\sigma=1,2} \left( G_i^{(\sigma)} (u_i^{(\sigma)}) + H_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + K_i (T) = g_i^{(2)}
\]

\[
K_i^{(2)}(\mathbf{W}) = \varphi_i^{(2)} - \sum_{\sigma=1,2} \left( Q_i^{(\sigma)} (u_i^{(\sigma)}) + P_i^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + R_i (T) = h_i^{(2)}
\]

\[
Y(\mathbf{W}) = T - \sum_{\sigma=1,2} \left( M^{(\sigma)} (u_i^{(\sigma)}) + N^{(\sigma)} (\varphi_i^{(\sigma)}) \right) + S(T) = s
\]
where
\[ g_i^{(\sigma)} = u_i^{(\sigma)} + v_i^{(\sigma)}, \quad h_i^{(\sigma)} = \varphi_i^{(\sigma)} + \nu_i^{(\sigma)} \]
\[ s = T^* - \left[ \sum_{\sigma=1,2} (M^{(\sigma)}(u_i^{(\sigma)}) + N^{(\sigma)}(\varphi_i^{(\sigma)})) \right] \quad (4.37) \]

On the space \([H^1_0(B)]^{13}\), we introduce the bilinear form
\[ B(\tilde{W}, \tilde{W}) = \left\{ \begin{pmatrix} L^{(1)}(\tilde{W}), K^{(1)}(\tilde{W}), L^{(2)}(\tilde{W}), K^{(2)}(\tilde{W}), Y(\tilde{W}) \end{pmatrix}, \right. \]
\[ \left. \begin{pmatrix} \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), a^*T \end{pmatrix} \right\}_{[L^2(B)]^{13}} \quad (4.38) \]
where \(\tilde{W} = (\tilde{u}_i^{(1)}, \tilde{v}_i^{(1)}, \tilde{\varphi}_i^{(1)}, \tilde{\nu}_i^{(1)}, \tilde{u}_i^{(2)}, \tilde{v}_i^{(2)}, \tilde{\varphi}_i^{(2)}, \tilde{\nu}_i^{(2)}, \tilde{T}) \in Z\) and the linear operator \(l : [H^1_0(B)]^{13} \to \mathbb{R}\)
\[ l(\tilde{y}) = \left\{ (g^{(1)}, h^{(1)}, g^{(2)}, h^{(2)}, s), \begin{pmatrix} \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), \rho^{(1)}(u_1^{(1)}), \rho^{(1)}(u_1^{(2)}), a^*T \end{pmatrix} \right\}_{[L^2(B)]^{13}} \quad (4.39) \]

In view of (3.8), (3.9), (3.10), (3.16), (3.17), the Schwarz inequality and the Poincaré inequality it is easy to see that \(B\) is bounded, i.e.
\[ B(\tilde{W}, \tilde{W}) \leq M_1 ||\tilde{W}||_{[H^1_0(B)]^{13}} ||\tilde{W}||_{[H^1_0(B)]^{13}}, \quad M_1 = \text{positive constant} \quad (4.40) \]
and coercive
\[ B(\tilde{W}, \tilde{W}) = \int_B \left\{ \sum_{\sigma=1,2} \left( \rho^{(\sigma)} u_i^{(\sigma)} u_i^{(\sigma)} + \rho^{(\sigma)} H^{(\sigma)}(\varphi_i^{(\sigma)}) \varphi_j^{(\sigma)} \right) + a^*T^2 + a(\tilde{W}, \tilde{W}) + \frac{1}{T_0} k_{ij} T_i T_j \right\} dv \]
\[ \geq M_2 ||\tilde{W}||_{[H^1_0(B)]^{13}}^2, \quad M_2 = \text{positive constant} \quad (4.41) \]
while the linear operator \(l\) is bounded
\[ l(\tilde{W}) \leq M_3 ||\tilde{W}||_{[H^1_0(B)]^{13}}, \quad M_3 = \text{positive constant} \quad (4.42) \]

The Lax-Milgram theorem proves the existence of the solution \(\tilde{W} \in [H^1_0(B)]^{13}\) of the system (4.36). By taking \(\varphi_i^{(1)} = u_i^{(1)} - u_i^{(2)}, \varphi_i^{(2)} = \varphi_i^{(2)} - \varphi_i^{(2)}\) we deduce that \(\tilde{W} \in [H^1_0(B)]^{25}\) is solution of the equation (4.34). The proof is complete.

**Theorem 4.1** The operator \(A\) defined by (4.27) generates a \(C_0\) contractive semigroup in \(Z\).

**Proof.** The proof follows using the previous lemmas and the Lumer–Phillips theorem [20].

Using the results concerning the abstract Cauchy problem [20, 21], we obtain the following result:

**Theorem 4.2** Assume that \(F_i^{(\sigma)}, G_i^{(\sigma)}, r \in C^1((0, t_1); L^2(B)), \quad W_0 \in D(A)\). Then, there exist a unique solution \(\tilde{W} \in C^1((0, t_1); Z) \cap C^0((0, t_1); D(A))\) of the Cauchy problem (4.28).

Moreover, since the semigroup generated by \(A\) is contractive we have the following estimate which proves the continuous dependence of the solution upon initial data an body forces.

**Corollary 4.1** In the hypotheses of Theorem 4.2 we have the following estimate
\[ ||\tilde{W}(t)||_Z \leq ||W_0||_Z + M_4 \int_0^t \left[ \sum_{\sigma=1,2} \left( ||F^{(\sigma)}(\tau)||_{L^2(B)} + ||G^{(\sigma)}(\tau)||_{L^2(B)}^2 \right) + ||r(\tau)||_{L^2(B)} \right] d\tau \quad (4.43) \]
where \(M_4\) is a positive constant.
5 PLANE WAVES

In this section we study plane harmonic waves in the theory of elastic isotropic mixtures when body forces and body couples are absent.

Considering plane waves propagated in the \( x_1 \)-direction, we have

\[
    u_i^{(\sigma)} = u_i^{(\sigma)}(x_1, t), \quad \varphi_i^{(\sigma)} = \varphi_i^{(\sigma)}(x_1, t)
\]

The field equations are [8]

\[
(\lambda + 2\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_1^{(1)} + (\lambda_0 + 2\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_1^{(2)} - \tau u_1^{(1)} + \tau u_1^{(2)} = \rho^{(1)} \frac{\partial^2}{\partial t^2} u_1^{(1)}
\]

\[
(\lambda_0 + 2\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_1^{(1)} + (\lambda + 2\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_1^{(2)} + \tau u_1^{(1)} - \tau u_1^{(2)} = \rho^{(2)} \frac{\partial^2}{\partial t^2} u_1^{(2)}
\]

\[
(\alpha + \beta + \gamma) \frac{\partial^2}{\partial x_1^2} \varphi_1^{(1)} + (\alpha_0 + \beta_0 + \gamma_0) \frac{\partial^2}{\partial x_1^2} \varphi_1^{(2)} - \alpha_{35} \varphi_1^{(1)} - \alpha_{36} \varphi_1^{(2)} = J^{(1)} \frac{\partial^2}{\partial t^2} \varphi_1^{(1)}
\]

\[
(\alpha_0 + \beta_0 + \gamma_0) \frac{\partial^2}{\partial x_1^2} \varphi_1^{(1)} + (\alpha + \beta + \gamma) \frac{\partial^2}{\partial x_1^2} \varphi_1^{(2)} - \alpha_{43} \varphi_1^{(1)} - \alpha_{44} \varphi_1^{(2)} = J^{(2)} \frac{\partial^2}{\partial t^2} \varphi_1^{(2)}
\]

\[
(\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_2^{(1)} + (\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_2^{(2)} - \tau u_2^{(1)} + \tau u_2^{(2)} - \alpha_{13} \frac{\partial}{\partial x_1} \varphi_3^{(1)} - \alpha_{14} \frac{\partial}{\partial x_1} \varphi_3^{(2)} = \rho^{(1)} \frac{\partial^2}{\partial t^2} u_2^{(1)}
\]

\[
(\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_2^{(1)} + (\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_2^{(2)} + \tau u_2^{(1)} - \tau u_2^{(2)} - \alpha_{21} \frac{\partial}{\partial x_1} \varphi_3^{(1)} - \alpha_{22} \frac{\partial}{\partial x_1} \varphi_3^{(2)} = \rho^{(2)} \frac{\partial^2}{\partial t^2} u_2^{(2)}
\]

\[
\beta \frac{\partial^2}{\partial x_1^2} \varphi_3^{(1)} + \beta_0 \frac{\partial^2}{\partial x_1^2} \varphi_3^{(2)} - \alpha_{33} \frac{\partial}{\partial x_1} u_2^{(1)} - \alpha_{34} \frac{\partial}{\partial x_1} u_2^{(2)} - \alpha_{35} \varphi_3^{(1)} - \alpha_{36} \varphi_3^{(2)} = J^{(1)} \frac{\partial^2}{\partial t^2} \varphi_3^{(1)}
\]

\[
\beta_0 \frac{\partial^2}{\partial x_1^2} \varphi_3^{(1)} + \beta \frac{\partial^2}{\partial x_1^2} \varphi_3^{(2)} + \alpha_{41} \frac{\partial}{\partial x_1} u_2^{(1)} + \alpha_{42} \frac{\partial}{\partial x_1} u_2^{(2)} - \alpha_{43} \varphi_3^{(1)} - \alpha_{44} \varphi_3^{(2)} = J^{(2)} \frac{\partial^2}{\partial t^2} \varphi_3^{(2)}
\]

and

\[
(\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_3^{(1)} + (\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_3^{(2)} - \tau u_3^{(1)} + \tau u_3^{(2)} + \alpha_{13} \frac{\partial}{\partial x_1} \varphi_2^{(1)} + \alpha_{14} \frac{\partial}{\partial x_1} \varphi_2^{(2)} = \rho^{(1)} \frac{\partial^2}{\partial t^2} u_3^{(1)}
\]

\[
(\mu_0 + \kappa_0) \frac{\partial^2}{\partial x_1^2} u_3^{(1)} + (\mu + \kappa) \frac{\partial^2}{\partial x_1^2} u_3^{(2)} + \tau u_3^{(1)} - \tau u_3^{(2)} + \alpha_{21} \frac{\partial}{\partial x_1} \varphi_2^{(1)} + \alpha_{22} \frac{\partial}{\partial x_1} \varphi_2^{(2)} = \rho^{(2)} \frac{\partial^2}{\partial t^2} u_3^{(2)}
\]

\[
\beta \frac{\partial^2}{\partial x_1^2} \varphi_2^{(1)} + \beta_0 \frac{\partial^2}{\partial x_1^2} \varphi_2^{(2)} - \alpha_{33} \frac{\partial}{\partial x_1} u_3^{(1)} - \alpha_{34} \frac{\partial}{\partial x_1} u_3^{(2)} - \alpha_{35} \varphi_2^{(1)} - \alpha_{36} \varphi_2^{(2)} = J^{(1)} \frac{\partial^2}{\partial t^2} \varphi_2^{(1)}
\]

\[
\beta_0 \frac{\partial^2}{\partial x_1^2} \varphi_2^{(1)} + \beta \frac{\partial^2}{\partial x_1^2} \varphi_2^{(2)} - \alpha_{41} \frac{\partial}{\partial x_1} u_3^{(1)} - \alpha_{42} \frac{\partial}{\partial x_1} u_3^{(2)} - \alpha_{43} \varphi_2^{(1)} - \alpha_{44} \varphi_2^{(2)} = J^{(2)} \frac{\partial^2}{\partial t^2} \varphi_2^{(2)}
\]

The components \( u_1^{(1)} \) and \( u_1^{(2)} \) describe the longitudinal displacement waves, while \( \varphi_1^{(1)} \) and \( \varphi_1^{(2)} \) describe the longitudinal microrotation waves. On the other hand the components \( u_2^{(1)} , u_2^{(2)} , u_3^{(1)} \) and \( u_3^{(2)} \) describe the transverse displacement waves, while \( \varphi_2^{(1)} , \varphi_2^{(2)} , \varphi_3^{(1)} \) and \( \varphi_3^{(2)} \) describe the transverse microrotation waves.

From the above equations, we can remark that the longitudinal waves and the transverse waves are separable. Moreover, the longitudinal displacement waves and the longitudinal microrotation waves are also separable.

In the Twiss–Eringen [5] theory, constructed by using the Eulerian description, the longitudinal microrotation waves of one constituent are not influenced by the longitudinal microrotation waves of the other constituent. In the theory considered here, the longitudinal microrotation waves of the two constituents are coupled. Moreover, as we will see below, the coupling coefficients for both the longitudinal displacement waves and the longitudinal microrotation waves are more complex and depend on frequency.
Let us consider first the equations (5.1) and (5.2). We seek solutions of the following form
\[ u_1^{(\sigma)} = \text{Re} \{ A_1^{(\sigma)} \exp[i(\sigma \tau_1 - \omega t)] \} \]
(5.4)
where \( i = \sqrt{-1} \), \( A_1^{(1)} \) and \( A_1^{(2)} \) denote the amplitudes, \( \omega \) is a real positive constant, \( \sigma \) is a complex number, \( c = \frac{\omega}{\sigma} \) is the speed of propagation, \( \frac{2\pi}{\text{Re}[\sigma]} \) is the wavelength and \( \text{Re} \left[ \frac{\omega}{2\pi} \right] \) is the frequency. If \( \text{Im}[\sigma] \neq 0 \) then the waves are damped, whereas if \( c \) is a real number the waves are undamped.

The amplitudes \( A_1^{(\sigma)} \) are solutions of the following algebraic system
\[
\begin{align*}
& \left( c_{11} \frac{\omega^2}{c^2} + \tau - \rho^{(1)}(\omega)^2 \right) A_1^{(1)} + \left( c_{10} \frac{\omega^2}{c^2} - \tau \right) A_1^{(2)} = 0 \\
& \left( c_{10} \frac{\omega^2}{c^2} - \tau \right) A_1^{(1)} + \left( c_{12} \frac{\omega^2}{c^2} + \tau - \rho^{(2)}(\omega)^2 \right) A_1^{(2)} = 0
\end{align*}
\]
(5.5)
where
\[
\begin{align*}
c_{11} &= \lambda + 2\mu + \kappa \\
c_{10} &= \lambda_0 + 2\mu_0 + \kappa_0 \\
c_{12} &= \lambda + 2\mu + \kappa
\end{align*}
\]
(5.6)
and \( c \) is solution of the following equation
\[
\begin{align*}
& c^4 \left( \tau \rho^{(1)}(\omega)^2 + \tau \rho^{(2)}(\omega)^2 - \omega^2 \rho^{(1)}(\omega)^2 \rho^{(2)}(\omega)^2 \right) - c^2 \left( 2\tau c_{10} + \tau c_{11} + \tau c_{12} - \omega^2 c_{12} \rho^{(1)}(\omega)^2 - \omega^2 c_{11} \rho^{(2)}(\omega)^2 \right) + \omega^2 c_{10} - \omega^2 c_{11} c_{12} = 0
\end{align*}
\]
(5.7)
Let us analyze this algebraic equation. We note that the positive definiteness condition on the internal energy density implies that
\[
c_{11} c_{12} > c_{10}^2, \quad \tau > 0
\]
(5.8)
First, we consider
\[
\omega^2 \neq \frac{\tau (\rho^{(1)}(\omega)^2 + \rho^{(2)}(\omega)^2)}{\rho^{(1)}(\omega)^2 \rho^{(2)}(\omega)^2}
\]
(5.9)
In this case, the speed is given by the relations
\[
c_{\pm}^2 = \frac{1}{2[\tau (\rho^{(2)}(\omega)^2 + \rho^{(1)}(\omega)^2) - \omega^2 \rho^{(1)}(\omega)^2 \rho^{(2)}(\omega)^2]}
\left[ \tau (2c_{10} + c_{11} + c_{12}) - \omega^2 \left( c_{12} \rho^{(1)}(\omega)^2 + c_{11} \rho^{(2)}(\omega)^2 \right) \right] \pm \sqrt{\Delta}
\]
(5.10)
where
\[
\Delta = \left[ 2\tau c_{10} + c_{12} \left( \tau - \omega^2 \rho^{(1)}(\omega)^2 \right) + c_{11} \left( \tau - \omega^2 \rho^{(2)}(\omega)^2 \right) \right]^2 + 4\omega^2 \left( c_{11} c_{12} - c_{10}^2 \right) \left[ \tau (\rho^{(2)}(\omega)^2 + \rho^{(1)}(\omega)^2) - \omega^2 \rho^{(1)}(\omega)^2 \rho^{(2)}(\omega)^2 \right]
\]
(5.11)
and the subscripts \( \pm \) corresponds to the \( \pm \) from the right side. In order to study the nature of these roots, let us remark that \( \Delta \) can be written as
\[
\Delta = \tau^2 (2c_{10} + c_{11} + c_{12})^2 - \omega^2 2\tau \left\{ [(c_{10} + c_{12})^2 + (c_{10}^2 - c_{11} c_{12})] \rho^{(1)}(\omega)^2 + [(c_{10} + c_{11})^2 + (c_{10}^2 - c_{11} c_{12})] \rho^{(2)}(\omega)^2 \right\}
\]
\[+ \omega^4 \left[ 4c_{10}^2 \rho^{(1)}(\omega)^2 + (c_{12} \rho^{(1)}(\omega)^2 - c_{11} \rho^{(2)}(\omega)^2)^2 \right]\]
(5.12)
So, viewing \( \Delta \) as a second degree expression in \( \omega^2 \), then the discriminant of the equation \( \Delta = 0 \) is
\[
\delta = (c_{10}^2 - c_{11} c_{12}) \left( \tau (c_{10} + c_{12}) \rho^{(1)}(\omega)^2 - \tau (c_{10} + c_{11}) \rho^{(2)}(\omega)^2 \right)^2 < 0
\]
(5.13)
and, in view of the inequality (5.8), we deduce that \( \delta > 0 \) for all values of \( \omega \). Thus, the quantities given by (5.10) are well defined.
If
\[
\omega^2 < \frac{\tau (\rho(1) + \rho(2))}{\rho(1) \rho(2)}
\]
then, in view of (5.8), it follows that \(c_1^2 > 0\) and \(c_2^2 < 0\). So, we have two possible real speeds and two possible purely imaginary speeds. However, one of the purely imaginary speeds, that is the one for which \(\text{Im}[c] < 0\), leads to harmonic vibrations whose amplitudes increase exponentially with distance, which is an unacceptable physically phenomenon. In conclusion, there are possible one damped wave and two undamped waves.

If
\[
\omega^2 > \frac{\tau (\rho(1) + \rho(2))}{\rho(1) \rho(2)}
\]
then from (5.8), (5.10) and (5.11) it follows that
\[
\text{sign}[c_1^2] = \text{sign}\left[-\tau (2c_{10} + c_{11} + c_{12}) + \omega^2 \left(c_{12}\rho(1) + c_{11}\rho(2)\right)\right]
\]
But, in view of the arithmetic–geometric inequality and the inequalities (5.8), we deduce that
\[
\tau (\rho(1) + \rho(2)) \rho(1) \rho(2) > \tau (2c_{10} + c_{11} + c_{12}) c_{12} \rho(1) + c_{11} \rho(2)
\]
and thus
\[
c_2^2 > 0
\]
In conclusion, all the possible waves are undamped in the case (5.15).

To finish the discussion, we note that for
\[
\omega^2 = \frac{\tau (\rho(1) + \rho(2))}{\rho(1) \rho(2)}
\]
from (5.7) we obtain
\[
c = \pm \sqrt{\frac{(c_{11}c_{12} - c_{10}^2)(\rho(1) + \rho(2))}{(\rho(1))^2 c_{12} + (\rho(2))^2 c_{11} - 2c_{10}\rho(1)\rho(2)}}
\]
Now, let us consider the equations (5.1)_3 and (5.1)_4. As above, we seek solutions of the form
\[
\varphi_1^{(\sigma)} = \text{Re}[B_1^{(\sigma)} \exp[i (\omega x - \omega t)]]
\]
For the amplitudes \(B_1^{(1)}\), \(B_1^{(2)}\) we find
\[
\left( c_{31} \frac{\omega^2}{h^2} + \alpha_{35} - J^{(1)} \omega^2 \right) B_1^{(1)} + \left( c_{30} \frac{\omega^2}{h^2} + \alpha_{36} \right) B_1^{(2)} = 0
\]
\[
\left( c_{30} \frac{\omega^2}{h^2} + \alpha_{43} \right) B_1^{(1)} + \left( c_{32} \frac{\omega^2}{h^2} + \alpha_{44} - J^{(2)} \omega^2 \right) B_1^{(2)} = 0
\]
where
\[
c_{31} = \alpha + \beta + \gamma
\]
\[
c_{30} = \alpha_0 + \beta_0 + \gamma_0
\]
\[
c_{32} = \bar{\alpha} + \bar{\beta} + \bar{\gamma}
\]
and \( h = \frac{\omega}{\varphi} \) is solution of the following equation

\[
h^4 \left[ \omega^4 J^{(1)}(2) - \omega^2 (J^{(2)}(2) \alpha_{35} + \omega^2 J^{(1)}(44) - \alpha_{36} \alpha_{43} + \alpha_{35} \alpha_{44}) \right] + h^2 \left[ -\omega^4 (c_{32} J^{(1)} + c_{31} J^{(2)}) + \omega^2 (-c_{30} \alpha_{36} - c_{30} \alpha_{43} + c_{31} \alpha_{44} + c_{32} \alpha_{35}) \right] - \omega^4 (c_{30}^2 - c_{31} c_{32}) = 0
\]  

(5.24)

The solutions of the above equation are given by

\[
h^2 = \omega^2 c_{32} \left( \omega^2 J^{(1)} - \alpha_{35} \right) + c_{30} (\alpha_{36} + \alpha_{43}) + c_{31} \left( \omega^2 J^{(2)} - \alpha_{44} \right) \pm \sqrt{\Delta}
\]

(5.25)

where

\[
\Delta = \left[ c_{32} \left( \omega^2 J^{(1)} - \alpha_{35} \right) + c_{30} (\alpha_{36} + \alpha_{43}) + c_{31} \left( \omega^2 J^{(2)} - \alpha_{44} \right) \right]^2 + 4 \left( c_{30}^2 - c_{31} c_{32} \right) \left[ -\alpha_{36} \alpha_{43} + \left( \omega^2 J^{(1)} - \alpha_{35} \right) \left( \omega^2 J^{(2)} - \alpha_{44} \right) \right]
\]

(5.26)

The positive definiteness condition on the internal energy density implies that

\[
c_{31} > 0, \quad c_{31} c_{32} > c_{30}^2
\]

(5.27)

and

\[
\alpha_{35} \alpha_{44} > \alpha_{36} \alpha_{43}
\]

(5.28)

In the following, we identify frequencies for which we have undamped longitudinal microrotation waves. The study is motivated by the results obtained for one micropolar constituent [14], where some conditions have been imposed on the frequency in order to have undamped longitudinal waves.

To this aim, we split our study in two cases: when \( c_{30} \neq 0 \) and when \( c_{30} = 0 \), respectively.

i) \( c_{30} \neq 0 \)

Let us consider the quantity

\[
\hat{\delta} = \left( J^{(2)} \alpha_{35} - J^{(1)} \alpha_{44} \right)^2 + 4 J^{(1)} J^{(2)} \alpha_{36} \alpha_{43}
\]

(5.29)

We define the frequencies

\[
\omega_1^2 = \begin{cases} 
\max \left\{ \frac{J^{(2)} \alpha_{35} + J^{(1)} \alpha_{44} + \sqrt{\hat{\delta}}}{2 J^{(1)} J^{(2)}}, 0 \right\}, & \text{if } \hat{\delta} \geq 0 \\
0, & \text{if } \hat{\delta} < 0
\end{cases}
\]

\[
\omega_2^2 = \max \left\{ \frac{\alpha_{35}}{J^{(1)}}, \frac{c_{31} \alpha_{36}}{c_{30} J^{(1)}}, \frac{\alpha_{44}}{J^{(2)}}, \frac{c_{32} \alpha_{43}}{c_{30} J^{(2)}}, 0 \right\}
\]

\[
\omega_3^2 = \max \left\{ \frac{\alpha_{35}}{J^{(1)}}, \frac{c_{30} \alpha_{36}}{c_{31} J^{(1)}}, \frac{\alpha_{44}}{J^{(2)}}, \frac{c_{30} \alpha_{43}}{c_{31} J^{(2)}}, 0 \right\}
\]

(5.30)

Let us remark that \( \Delta \) can be written in the following form

\[
\Delta = \left[ c_{32} \left( \omega^2 J^{(1)} - \alpha_{35} \right) - c_{31} \left( \omega^2 J^{(2)} - \alpha_{44} \right) + c_{30} (\alpha_{36} - \alpha_{43}) \right]^2 + 4 \left[ c_{30} \left( \omega^2 J^{(1)} - \alpha_{35} \right) + c_{31} \alpha_{36} \right] \left[ c_{30} \left( \omega^2 J^{(2)} - \alpha_{44} \right) + c_{32} \alpha_{43} \right]
\]

(5.31)

It is easy to see from (5.31) that the condition

\[
\omega^2 \geq \omega_2^2
\]

(5.32)
is sufficient to have $\tilde{\Delta} \geq 0$.

On the other hand, if we consider the frequencies for which
\[ \omega^2 \geq \omega_1^2 \]  
then
\[ -\alpha_{36}\alpha_{43} + (\omega^2 J^{(1)} - \alpha_{35}) (\omega^2 J^{(2)} - \alpha_{44}) \geq 0 \]  
(5.34)

Hence, we can see that if the frequency is such that
\[ \omega^2 \geq \max\{\omega_1^2, \omega_2^2, \omega_3^2\} \]  
(5.35)

then $h_{\pm}$ are real numbers, so the corresponding longitudinal microrotation waves are undamped.

ii) $c_{30} = 0$

For this case, we restrict our analysis to the mixtures for which
\[ \alpha_{36}\alpha_{43} \geq 0 \]  
(5.36)

In view of the assumption (5.36) we have that $\tilde{\delta} \geq 0$. Moreover, in view of (5.31) we have that $\tilde{\Delta} > 0$ for all frequencies.

In conclusion, the corresponding longitudinal microrotation waves are undamped for the frequencies which satisfy
\[ \omega^2 \geq \max\{\frac{\alpha_{35}}{J^{(1)}}, \frac{\alpha_{44}}{J^{(2)}}, \omega_1^2\} \]  
(5.37)

Let us remark that (5.35) and (5.37) are generalizations of the condition imposed in the case of one constituent [14].

The analysis concerning the speeds of propagation for transverse displacement waves and transverse microrotation waves involves more complicated computations, since the corresponding equations are coupled. Numerical calculus for particular types of mixtures are more appropriated.
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